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Abstract  

This paper describes the development of a Spanish-Spanish Sign Language (LSE) translation system. Firstly, it describes the first 
Spanish-Spanish Sign Language (LSE) parallel corpus focused on two specific domains: the renewal of the Identity Document and 
Driver’s License. This corpus includes more than 4,000 Spanish sentences (in these domains), their LSE translation and a video for each 
LSE sentence with the sign language representation. This corpus also contains more than 700 sign descriptions in several sign-writing 
specifications. The translation system developed with this corpus consists of two modules: a Spanish into LSE translation module that is 
composed of a speech recognizer (for decoding the spoken utterance into a word sequence), a natural language translator (for converting 
a word sequence into a sequence of signs) and a 3D avatar animation module (for playing back the signs). The second module is a 
Spanish generator from LSE made up of a visual interface (for specifying a sequence of signs in sign-writing), a language translator (for 
generating the sequence of words in Spanish) and a text to speech converter. For each language translation, the system uses three 
technologies: an example-based strategy, a rule-based translation method and a statistical translator. 
 

1. Introduction 

In Spain, 92% of the Deaf have a lot of difficulties in 
understanding and expressing themselves in written 
Spanish and around 47% of the Deaf, older than 10, do not 
have basic level studies (information from INE –Spanish 
Statistics Institute- and MEC –Ministry of Education-). 
The main problems are related to verb conjugations, 
gender/number concordances and abstract concepts. 
 
In 2007, Spanish Sign Language was accepted by the 
Spanish Government as one of the official languages in 
Spain, and it was defined a plan to invest in new resources 
in this language. One important problem is that LSE is not 
disseminated enough among people who can hear. This is 
why there are communication barriers between deaf and 
hearing people. These barriers are even more problematic 
when they appear between a deaf person and a government 
employee who is providing a personal service, since they 
can cause the Deaf to have fewer opportunities or rights. 
This happens, for example, when people want to renew the 
Identity Document or the Driver’s License (DL). 
Generally, a lot of government employees do not know 
LSE, so a deaf person needs an interpreter for accessing to 
these services. Thanks to associations like the Fundación 
CNSE, LSE is becoming not only the natural language for 
the Deaf to communicate with, but also a powerful 
instrument when communicating to people who can hear, 
or accessing information. 

2. State of the Art 

The research into sign language has been possible thanks 
to corpora generated by several groups. Some examples 
are: a corpus composed of more than 300 hours from 100 
speakers in Australian Sign Language (Johnston T., 2008). 
The RWTH-BOSTON-400 Database that contains 843 
sentences with about 400 different signs from 5 speakers 
in American Sign Language with English annotations 
(Dreuw et al., 2008a). The British Sign Language Corpus 
Project tries to create a machine-readable digital corpus of 
spontaneous and elicited British Sign Language (BSL) 

collected from deaf native signers and early learners 
across the United Kingdom (Schembri, 2008). And a 
corpus developed at Institute for Language and Speech 
Processing (ILSP) and that contains parts of free signing 
narration, as well as a considerable amount of grouped 
signed phrases and sentence level utterances (Efthimiou E., 
and Fotinea, E., 2008). 
 
In recent years, several groups have developed prototypes 
for translating Spoken language into Sign Languages: 
example-based (Morrisey and Way, 2005), rule-based 
(San-Segundo et al 2008), full sentence (Cox et al, 2002) 
or statistical approaches (Bungeroth and Ney, 2004; 
Morrissey et al, 2007; SiSi system) approaches. About 
speech generation from sign language, in the Computer 
Science department of the RWTH, Aachen University, P. 
Dreuw supervised by H. Ney is making a significant effort 
into recognizing continuous sign language from video 
processing (Dreuw et al, 2008b; Dreuw, 2009). The results 
obtained are very promising. 
 
This paper describes the parallel corpus obtained for 
developing a Spanish-Spanish Sign Language (LSE) 
translation system in two specific application domains: the 
renewal of the Identity Document and Driver’s License. 

3. Spanish-LSE parallel corpus 

The corpus developed in this project has been obtained 
with the collaboration of Local Government Offices where 
the mentioned services (the renewal of the Identity 
Document (ID) and Driver’s License (DL)) are provided. 
The most frequent explanations (from government 
employees) and the most frequent questions (from the user) 
were taken down over a period of three weeks and more 
than 5,000 sentences were noted and analysed. 
 
Not all the sentences refer to ID or DL renewal 
(Government Offices provide more services), so sentences 
had to be selected manually. Finally, 1360 sentences were 
collected: 1,023 pronounced by government employees 
and 337 by users. These sentences were translated into 
LSE, both in text (sequence of glosses) and in video, and 



compiled in an excel file. This corpus was increased to 
4,080 by incorporating different variants for Spanish 
sentences, maintaining the LSE translation. The main 
features of the corpus are summarised in Table 1. These 
features are divided depending on the domain (ID or DL 
renewal) and whether the sentence was spoken by the 
government employee or the user. 

 ID DL 

Government 

employee 
Spanish LSE Spanish LSE 

Sentence pairs 1,425 1,641 

Different sentences 1,236 389 1,413 199 

Running words 8,490 6,282 17,113 12,741 

Vocabulary 652 364 527 237 

User Spanish LSE Spanish LSE 

Sentence pairs 531 483 

Different sentences 458 139 389 93 

Running words 2,768 1,950 3,130 2,283 

Vocabulary 422 165 294 133 

Table 1: Main statistics of the corpus 
 

All signs were written in the parallel corpus using glosses 
(capitalised words with a semantic relationship to sign 
language). In order to consider other sign-writing 
notations, a database with 715 signs (including all signs in 
the parallel corpus) was generated. This database includes 
sign descriptions in glosses, SEA (Sistema de Escritura 
Alfabética) (Herrero, 2004), HamNoSys (Prillwitz et al, 
1989), and SIGML (Zwiterslood et al, 2004). Also, the 
database includes signs for all of the letters (necessary for 
word spelling), numbers from 0 to 100, numbers for hour 
specification, months, week days (Figure 1). 
 
 
 
 
 

Figure 1: Example of sign database 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: New version of the visual sign editor 
 
The sign database has been generated using a new version 
of the eSIGN Editor. This new editor has three windows. 
In the main window, the eSign avatar shows the sign that is 

being designed at this moment (using a SEA or a 
HamNoSys specification). The second window allows 
HamNoSys characters to be introduced, and the last one 
permits non-manual gestures to be added. The SEA 
characters can be introduced using the PC keyboard 
together with auxiliary buttons (Figure 2). 
 
This new version incorporates a Spanish graph to 
phoneme tool and a SEA-HamNoSys converter. On the 
one hand, the Spanish graph to phoneme tool is a 
rule-based converter that generates a sequence of SAMPA 
(Speech Assessment Method Phonetic Alphabet) 
phonemes given a Spanish sentence. This sequence is 
necessary to make the avatar move the lips according to 
this pronunciation. On the other hand, SEA (Sistema de 
Escritura Alfabética) (Herrero, 2004) is an alphabet (based 
on ASCII characters) for sign-language. Like HamNoSys, 
SEA allows a sequence of characters to be specified that 
describe aspects such as hand-shape, hand-position, 
location and movements. The reason for developing this 
converter is that the first normative dictionary for LSE 
(http://www.fundacioncnse.org/tesorolse developed at 
Fundación CNSE:) has SEA descriptions for more than 
4,000 signs, but the eSign avatar needs HamNoSys 
descriptions for sign representation (previously converted 
into SiGML files).  
 
The SEA-HamNoSys converter has been implemented in 
three steps: SEA characteristic detection, SEA-HamNoSys 
conversion for individual characteristics, and the 
generation of HamNoSys sign descriptions. These steps 
are repeated for all syllables that make up the sign, if there 
is more than one. The SEA-HamNoSys converter has been 
evaluated with 100 signs selected for including all the 
main SEA characteristics and the HamNoSys structure 
generated is useful and syntactically correct. These results 
are due to the fact that these two sign-writing notations 
have different specification levels. SEA presents a higher 
level because it has been designed to be easy to learn. On 
the other hand, HamNoSys allows a very detailed level of 
sign design. Because of this, when converting from SEA to 
HamNoSys, it is sometimes necessary to incorporate 
additional information by making some assumptions that 
are not always correct. 
 
For designing a sign, it is necessary to specify hand 
movements (manual part) and other gestures including 
face, head and body movements (non-manual part). For 
designing the manual part, two processes have been 
followed: if the sign was included in the normative 
dictionary from Fundación CNSE, its SEA description has 
been automatically converted into HamNoSys (and lightly 
modified if necessary). On the other hand, if the sign was 
not in the dictionary, the HamNoSys sign specification has 
to be generated from scratch, using the videos recorded by 
the Fundación CNSE as the reference. Most of the signs 
(around 70%) were included in the dictionary, so the 
SEA-HamNoSys conversion tool has been very useful: the 
design time was reduced significantly, by approximately 



50%. For the non-manual part of the sign, the design was 
always made from scratch, using the tools provided in the 
Visual Editor. 

4. Spanish into LSE translation 

The Spanish into LSE translation module is composed of 
three modules (Figure 3).  

 

 

 

 

 

Figure 3: Spanish into LSE translation module 
 

The first one is a speech recognition module that converts 
natural speech into a sequence of words (text). The second 
one is a natural language translation module that converts 
a word sequence into a sign sequence. For each translation, 
three different strategies are combined at the output step. 
The first one consists of an example-based strategy: the 
translation process is carried out based on the similarity 
between the sentence to be translated and the items of a 
parallel corpus with translated examples. Secondly, a 
rule-based translation strategy, where a set of translation 
rules (defined by an expert) guides the translation process. 
The last one is based on a statistical translation approach 
where parallel corpora are used for training language and 
translation models. We have considered two statistical 
alternatives: phrase-based one and Finite State 
Transducers (FST). Table 2, summarizes the results for 
rule-based and statistical approaches in laboratory tests: 
SER (Sign Error Rate), PER (Position Independent SER) 
and BLEU (BiLingual Evaluation Understudy). 

 SER PER BLEU 

Phrase-based  39,01 37.05 0.5612 Statistical 

approach FST-based 34.46 33.29 0.6433 
Rule-based approach 21.45 17.24 0.6823 

Table 1. Result summary for rule-based and statistical 
approaches 

 
 
 
 
 
 
 
 
 
 
Figure 4: Diagram of natural language translation module 

combining three different translation strategies 
The translation module has a hierarchical structure (Figure 
4). Firstly, an example-based strategy is used to translate 

the word sequence. If the distance with the closest 
example is lower than a threshold, the translation output is 
the same than the example. But if the distance is higher, a 
background module translates the word sequence, using a 
combination of rule-based and statistical translators. The 
last module represents the signs with VGuido (the eSIGN 
3D avatar). It is important to remark that this system 
translate Spanish into LSE, not into Signed Spanish. 

5. Spanish generator from LSE 

The spoken Spanish generation system is composed of 
three modules (Figure 5). 
 
 
 
 
 

 
Figure 5: Diagram of Spanish generation system 

 
The first module is an interface for specifying a sign 
sequence. This interface includes several tools for sign 
specification: avatar for sign representation (to verify that 
sign corresponds to the gloss), prediction mechanisms, 
calendar and clock for date or time definitions, etc. With 
this visual interface the Deaf can build a sign sentence that 
will be translated into Spanish and spoken to a hearing 
person. The sign sequence is specified in glosses but signs 
can be searched by using specific sign characteristics in 
HamNoSys notation. (Figure 6) 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: Visual interface for sign sequence specification 

 
The second module converts a sign sequence into a word 
sequence with three different strategies combined: an 
example-based, a rule-based and a statistical translation 
strategy. The procedure is the same as in the Spanish into 
LSE translation system. The last module converts the word 
sequence into spoken Spanish by using a commercial Text 
to Speech converter. In this project the Loquendo system 
has been used (http://www.loquendo.com/en/). 

6. Evaluation 

An evaluation has been performed for testing the speech 
into LSE translator and the spoken Spanish generator for 
Driver’s License renewal. The speech-LSE system 
translates the government employee’s explanations and the 
spoken Spanish generator helps Deaf to ask questions. 
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The evaluation was carried out over two days. On the first 
day, a one-hour talk, about the project and the evaluation, 
was given to government employees (2 people) and users 
(10 people) involved in the evaluation. Six different 
scenarios were defined in order to specify real situations. 
The sequence of scenarios was randomly selected for each 
user. Ten deaf users interacted with two government 
employees at the Toledo Traffic Office using the 
developed system. These ten users (six males and four 
females) tested the system in almost all the scenarios 
described previously: 48 dialogues were recorded (12 
dialogues were missing because several users had to leave 
the evaluation session before finishing all the scenarios). 
The user ages ranged between 22 and 55 years (40.9 
average). For both systems the translation accuracy was 
very high (> 90%) but the users reported several problems 
related to avatar naturalness and LSE normalization. 

7. Conclusion 

This paper has described the first Spanish-LSE parallel 
corpus for language processing research focusing on 
specific domains: the renewal of the Identity Document 
and Driver’s License. This corpus includes 4,080 Spanish 
sentences translated into LSE. This corpus also contains a 
sign database including all sign descriptions in several 
sign-writing specifications: Glosses, HamNoSys and SEA: 
Sistema de Escritura Alfabética. This sign database 
includes all signs in the parallel corpus and signs for all the 
letters (necessary for word spelling), numbers from 0 to 
100, numbers for time specification, months and week 
days. The sign database has been generated using a new 
version of the eSign Editor. 
 
This paper also has described the design and development 
of a Spanish into Spanish Sign Language (LSE: Lengua de 
Signos Española) translation system. This system is made 
up of a speech recognizer (for decoding the spoken 
utterance into a word sequence), a natural language 
translator (for converting a word sequence into a sequence 
of signs belonging to the sign language), and a 3D avatar 
animation module (for playing back the signs). For the 
natural language translator, three technological proposals 
have been evaluated and combined in a hierarchical 
structure: an example-based strategy, a rule-based 
translation method and a statistical translator.  
 
Finally, this paper has presented a spoken Spanish 
generator from sign-writing of Spanish Sign Language 
(LSE: Lengua de Signos Española). This system consists 
of an advanced visual interface where a deaf person can 
specify a sequence of signs in sign-language, a language 
translator (for generating the sequence of words in 
Spanish), and finally, a text to speech converter. 
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